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Bayesian Non-negative Matrix Factorization (NMF) is a popular tool for data exploration. Its Bayesian nature has the additional advantage of improving interpretability over other NMF algorithms by providing uncertainty estimates in factorizations as well as finding the multiple NMF modes that may exist. Practical MCMC simulations incur slow mixing times and tend to get stuck on single models. In this work we leverage the underlying geometry of the NMF problem to reformulate the non-negativity constraint and parameterize the space of non-negative matrices within a given subspace. We employ this technique to propose global changes in our MCMC chain via a Metropolis-Hastings step within a Bayesian NMF Gibbs sampler to encourage the MCMC chain to explore the true posterior at a much faster rate.

Starting with an NMF $X = WA$ with $X, W, A \geq 0$, we employ the theory behind the vertex enumeration problem for polyhedra to re-characterize the non-negativity constraint of the NMF problem. We express the space of $\tilde{q}$ satisfying the non-negativity constraint $W\tilde{q} \geq 0$ as $\tilde{q} = \{R_W y_W | y_W \geq 0\}$. The matrix $R_W$ is the matrix of extreme rays such that any conical sum of its columns will yield a vector that satisfies the non-negativity constraint. This allows us to propose global changes to $W$ in the same subspace while maintaining the non-negativity condition $W' = WQ$. We ensure that each column of $Q$ is a conic combination of our extreme rays i.e. $Q = R_W Y_W$. There exists then a one-to-one mapping between the matrix of conic combinations $Y_W$ and and non-negative matrices in the subspace spanned by $W$. We use this insight to make global MH proposals within the Gibbs Sampler.

To evaluate our approach, an angle-based similarity measure is developed for comparing factorizations and is used to demonstrate the faster mixing times using our methodology. In addition to effective sample size and autocorrelation measurements, we use this custom similarity measure to assess mixing in the MCMC chain. Larger angle deviations across samples in the chain is indicative of better mixing.

The algorithm’s (ERMH) run on synthetic data with two known exact factorizations successfully finds both factorizations and shows faster mixing compared to baselines as measured by the effective sample size. Performing the algorithm on real datasets shows that we are able to obtain distinct NMF modes that may allow for different interpretations by domain experts.

![Figure 1. ERMH consistently outperforms the baselines on integrated autocorrelation time on this synthetic data set with known two exact factorizations.](image)

<table>
<thead>
<tr>
<th>Dataset</th>
<th>AML</th>
<th>BBC</th>
<th>Faces</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gibbs</td>
<td>0.6</td>
<td>0.49</td>
<td>1.09</td>
</tr>
<tr>
<td>(0.2, 1.0)</td>
<td>(0.48, 0.51)</td>
<td>(0.47, 1.71)</td>
<td></td>
</tr>
<tr>
<td>RMH</td>
<td>0.7</td>
<td>0.49</td>
<td>1.37</td>
</tr>
<tr>
<td>(0.2, 1.2)</td>
<td>(0.47, 0.51)</td>
<td>(0.66, 2.07)</td>
<td></td>
</tr>
<tr>
<td>ERMH</td>
<td>2.4</td>
<td>3.28</td>
<td>6.59</td>
</tr>
<tr>
<td>(2.1, 2.8)</td>
<td>(3.17, 3.40)</td>
<td>(5.78, 7.40)</td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Maximum Angle Standard Deviation(in degrees). We note that our algorithm ERMH shows greater angle deviations on these real data sets compared to our baselines.
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